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(iz1) Draw neat and labelled diagram wherever necessary.
(zit)  Assume suitable data wherever necessary.
1. Attempt any three of the following :
(@) Enlist the advantages and data mining.
(b) Explain decision tree with example.
(c) Explain web mining in detail.
(d) Explain partitional algorithm.
(e) Describe neural network based algorithm.
2. Answer the following (any three) :
(@) Explain RDBMS and data mining with an example.
(b) Explain database and OLTP system.
(c) Explain web structure mining in detail.
(d) Explain disadvantages of clustering.
3. Solve the following (any three) :
(@) Distinguish between decision tree and neural network.
(b) Explain the working of data warehousing.
(c) Explain distributed algorithm of association rule.

(d) Explain web content mining in detail.
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4. Answer the following (any three) : 15
(@) Explain the requirement of data warehousing.
b) Explain decision tree based algorithm.
(c) Enlist the advanages of web and web mining.

d) How is data warehousing differ from data storage ? Explain.
5. Write short notes on (any three) : 15
() Educational data mining
1) Sequence discovery
(zii) ~ Summarization
(v)  Measuring performance

) Multidimensional schemes.
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